from (5.5).

$$
\begin{equation*}
\delta=\min _{i, t} E P_{i} \geqslant L_{N(n)+1}=L x^{N(n)} \geqslant L x^{\left(2^{n}-1\right)} \tag{5.11}
\end{equation*}
$$

If we select the maximum possible $L$ allowed by inequality (5.7), then from (5.11) we obtain

$$
\begin{align*}
& \delta \geqslant \min \left[C_{n}(k) \varepsilon, C_{n}{ }^{*}(k) \delta_{0}\right]  \tag{5.12}\\
& C_{n}(k)=1 / 2 k(1-x)\left(e^{\lambda \pi}-1\right)^{-1} x^{\left(2^{n}-1\right)}, \quad C_{n}^{*}(k)=x^{\left(2^{n}-1\right)}
\end{align*}
$$

As $x$ we can take any number from interval (5.3), for example, the $\boldsymbol{x}_{0}$ from (5.10). We obtain explicit expressions for $\boldsymbol{x}_{0}, C_{n}(k)$ and $C_{n}{ }^{*}(k)$ by substituting relations (5.8), (4.9), (4.14) and (2.5) into formulas (5.10) and (5.12). In particular, when the capabilities of the pursuers approach the capability of the evading point ( $k \rightarrow 1$ ), we find according to the formulas indicated above

$$
\begin{aligned}
& x_{0} \approx 2 \lambda e^{-4 \pi \lambda}, \quad C_{n}(k) \approx 0.5 e^{-\pi \lambda} x_{0}^{\left(2^{n}-1\right)} \\
& C_{n} *(k) \approx x_{0}^{\left(2^{n}-1\right)}, \quad \lambda=k\left(1-k^{2}\right)^{-1 / 2} \rightarrow \infty, \quad k \rightarrow 1
\end{aligned}
$$

We note that the evasion strategy proposed in Sect. 3 for point $E$, as well as the bounds (5.3) and (5.7) on the choice of parameters $L$ and $\boldsymbol{x}$, do not depend upon the number $n$ of pursuers.
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We give criteria for escape and $l$-escape in nonlinear differential games. The paper is closely related to the investigations in [1-8].

1. Let the motion of a vector $z$ in an $n$-dimensional Euclidean space $R$ be described by the vector differential equation

$$
\begin{equation*}
d z / d t=f(t, z, u, v) \tag{1.1}
\end{equation*}
$$

where $t \geqslant 0 ; u \in P$ and $v \in Q$ are control parameters varying on sets $P$ and $Q$ compact in $R$. Regarding the right-hand side of Eq. (1.1) we assume that:
a) $f(t, z, u, v)$ is continuous in $(t, z, u, v) \in X=[0,+\infty) \times R \times P \times Q$;
b) the inequality

$$
\left|f\left(t, z_{1}, u, v\right)-f\left(t, z_{2}, u, v\right)\right| \leqslant k_{*}\left|z_{1}-z_{2}\right|
$$

where $k_{*}$ is a constant depending only on $c$, is satisfied for any $u \in P, v \in Q$ and for $t \geqslant 0, z_{1}, z_{2} \in R,|t|+\left|z_{1}\right|+\left|z_{2}\right| \leqslant c$;
c) a constant $B$ exists such that

$$
|(z \cdot f(t, z, u, v))| \leqslant B\left(1+|z|^{2}\right)
$$

holds for all $t \geqslant 0, z \in R, u \in P, v \in Q$;
d) the set $f(t, z, P, v)$ is convex for any $t \geqslant 0, z \in R, v \in Q$.

In addition, let a certain linear subspace $M$ be given in $R$. We say that differential game (1.1) is described by all the data listed above.

The measurable vector functions $u^{*}=\{u(t), t \geqslant 0\}$ and $v^{*}=\{v(t), t \geqslant 0\}$, satisfying the inclusions $u(t) \in P$ and $v(t) \in Q$ for each $t$ are called the controls of players $U$ and $V$, respectively. The aim of player $U$ is to lead point $z$ onto set $M$; player $V$ tries to prevent this. The game terminates when vector $z$ first hits onto $M$. We note that when conditions (a)- (d) are satisfied for any $z_{0} \in R_{1} 0 \leqslant \tau^{\prime} \leqslant T$ and for any pair of controls $u^{*}$ and $v^{*}$ defined on [ $\left.\tau^{\prime}, T\right]$, there exists a unique [2]solution (in the sense of Carathéodory) $z(t), \tau^{\prime} \leqslant t \leqslant T$ of Eq. (1.1) with the initial condition $z\left(\tau^{\prime}\right)=z_{0}$ (i.e. a vector function $z(t)$, absolutely continuous on $\left[\tau^{\prime}, T\right]$, satisfying Eq. (1.1) almost everywhere). Function $z(t)$ is called a motion and is denoted $z(t)=z\left(t ; \tau^{\prime}, z_{0}, u^{*}, v^{*}\right)$.
By $\pi$ we denote the operator of orthogonal projection from $R$ onto a subspace $L$ (we assume that $\operatorname{dim} L=v \geqslant 2$ ) which is the orthogonal complement to $M$ in $R$; by $\eta(t, z)$ we denote function $\eta(t, z)=\left(1+t^{2}+|z|^{2}\right)^{1 / 2}$. We set $\eta \equiv \eta(t) \equiv$ $\eta(t, z(t))$ for any motion $z(t)$. By $D(r), r \geqslant 0$ we denote the collection of all pairs $(t, z)$ for which $\eta(t, z) \leqslant r$, by $D(r$, e). $r \geqslant 1, \varepsilon>0$, we denote the collection of all pairs $(t, z) \in D(r)$ such that $|\pi z| \leqslant \varepsilon$ and by $X(r)$ we denote the set $D(r) \times P \times Q$.

By virtue of Eq. (1.1), for the derivative of the function $\eta$ we have (see condition (c)) $\left|\eta \eta^{\bullet}\right|=\left|t+(z \cdot z)^{\bullet}\right| \leqslant|t|+B\left(1+|z|^{2}\right) \leqslant(B+1) \eta^{2}$, so that $\left|\eta^{\bullet}\right| \leqslant a(1+$ $\left.\eta^{2}\right), a=(B+1) / 2$, and, consequently [5], the estimate

$$
\begin{aligned}
& \Phi\left(F\left(\eta_{*}\right)-\tau\right)=\varphi_{1}\left(\eta_{*}, \quad \tau\right) \leqslant \eta(t) \leqslant \varphi_{2}\left(\eta_{*}, \tau\right) \equiv \Phi\left(F\left(\eta_{*}\right)+\right.\text { (1.2) } \\
& \quad \tau), 0 \leqslant \tau \leqslant \theta_{*}
\end{aligned}
$$

$$
F(r)=\frac{\operatorname{arctg} r}{a}, \quad 0 \leqslant r<+\infty ; \quad \Phi(s)=\operatorname{tg} a s, \quad 0 \leqslant s<\alpha=\pi / 2 a
$$

$$
\theta_{*}=\min \left\{\frac{\alpha-F\left(\eta_{*}\right)}{2}, F(1)\right\}
$$

holds for any motion $z(t)=z\left(t ; t_{*}, z_{*}, u^{*}, v^{*}\right)$ (here and everywhere subsequently $\tau=t-t_{*}$ and $\left.\eta_{*}=\eta\left(t_{*}, z_{*}\right)\right)$.
Let us consider the problem of evasion from contact (the escape problem) [1,3-5] for differential game (1.1).
2. Let $A=A(w) \in R$ be a differentiable vector function of the vector variable $w \in R$ and let $b$ be an arbitrary vector from $R$. By the product ( $\partial A / \partial w \cdot b$ ) we mean a vector from $R$, each of whose components is the scalar product of the gradient of the corresponding component of the vector function $A$ by the vector $b$. We consider sequences of functions $h_{i}(t, z)$ and $g_{i}(t, z, u, v)$ satisfying the following relations:

$$
\begin{align*}
& \pi f(t, z, u, v)=h_{1}(t, z)+g_{1}(t, z, u, v)  \tag{2.1}\\
& \frac{\partial h_{i}(t, z)}{\partial t}+\left(\frac{\partial h_{i}(t, z)}{\partial z} \cdot f(t, z, u, v)\right)=h_{i+1}(t, z)+g_{i+1}(t, z, u, v), \quad i \geqslant 1 \tag{2.2}
\end{align*}
$$

Note that for $i=0$ relation (2.1) can be given the form of (2.2) by setting

$$
\begin{equation*}
h_{0}(t, z)=\pi z, \quad g_{0}(t, z, u, v) \equiv 0 \tag{2,3}
\end{equation*}
$$

We assume that the following condition is fulfilled for game (1.1) (cf [4]).
Condition 1. A positive integer $k$, continuously-differentiable vector functions $h_{i}(t, z)$, vector functions $g_{i}(t, z, u, v), i=1, \ldots, k$, and continuous nonnegative scalar functions $m_{i}(t, z, u, v), i=1, \ldots, k-1$ exist (all the functions and their properties hold on set $X$ ) such that for any $r \geqslant 1$ we can find $\gamma(r)>0$ and $\varepsilon(r)>$ 0 such that relations (2.1) - (2.3) and the inequality

$$
\begin{equation*}
\left|g_{i}(t, z, u, v)\right| \leqslant|\pi z|^{k+1-i} m_{i}(t, z, u, v) \tag{2,4}
\end{equation*}
$$

are fulfilled for all pairs $(t, z) \in D(r, \varepsilon(r))$, for all $u \in P ; v \in Q$ and for all $i=0, . ., k-1$, and the inclusion

$$
\begin{equation*}
k!\gamma(r) S \subset \bigcap_{u \in P} g_{k}(t, z, u, Q), \quad(t, z) \in D(r), \quad z \in M \tag{2.5}
\end{equation*}
$$

holds as well ( $S$ is the unit closed sphere in $L$ ).
Note 1. The continuity of the functions $g_{i}(t, z, u, v)$ on $X$ follows from relations (2.1)-(2.3) and from the continuity of the derivatives of the functions $h_{i}(t, z)$. It is easy to verify as well (see the proof of Note 2) that the functions $\varepsilon(r)>0$ and $\gamma(r)>0$ in Condition 1 can be chosen continuous and strictly monotonically decreasing with respect to $r \geqslant 1$. Assuming that such a choice has been made, we denote the function inverse to $\varepsilon(r)$ by $E(s), \varepsilon_{1}<s \leqslant \varepsilon_{2}\left(\varepsilon_{2}=\varepsilon(1), \varepsilon_{1}=\lim _{r \rightarrow+\infty} \varepsilon(r)\right)$.

Lemma 1. For every $r \geqslant 1$ and for every vector $d_{0}, \ldots, d_{k} \in L$, a vector $w \in L,|w| \leqslant 1 / 2 \gamma(r)$ exists shch that

$$
\begin{align*}
& \left|w \tau^{k}-\sum_{i=0}^{k} d_{i} \tau^{i}\right| \geqslant 4 \rho(r) \tau^{k}, \quad 0 \leqslant \tau \leqslant 1  \tag{2.6}\\
& \rho(r)=\min \left\{1, \gamma(r) /\left(128(k+2)^{2}\right)\right\}
\end{align*}
$$

Lemma 1 is a direct corollary of assertions (A) and (B) in Sect. 4 of [1].
For a fixed $r \geqslant 1$ we denote the modulus of continuity of the function $g_{k}(t, z, u$, $v$ ) on set $X(r)$ by $\omega(r ; \delta)$. Obviously, $\omega\left(r_{1} ; \delta_{1}\right) \leqslant \omega\left(r_{2} ; \delta_{2}\right)$ for $r_{1} \leqslant r_{2}$ and $\delta_{1} \leqslant \delta_{2}$. We set

$$
\begin{array}{r}
\lambda(r)=\sup \left\{\left|\frac{\partial h_{k}(t, z)}{\partial t}+\left(\frac{\partial h_{k}(t, z)}{\partial z} \cdot f(t, z, u, v)\right)\right|+\right.  \tag{2.7}\\
\left.|f(t, z, u, v)|+\sum_{i=1}^{k-1} m_{i}(t, z, u, v)\right\}+r
\end{array}
$$

(the sup here is taken over the set $X(r)$ )

$$
\begin{equation*}
H(r)=\lambda(\Phi(1 / 2(\alpha+F(r))))+1, \quad \mu(r ; \delta)=\omega(H(r) ; \delta) \tag{2.8}
\end{equation*}
$$

The functions $\lambda(r)$ and $H(r)$ are continuous and increase strictly monotonically in $r \geqslant 1$. Let $\Delta(r), r \geqslant 1$ be such that $\Delta(r)>0$ and

$$
\begin{equation*}
\mu(r ; \Delta(r)) \leqslant \rho(r), \quad r \geqslant 1 \tag{2.9}
\end{equation*}
$$

Note 2. The function $\Delta(r)$ satisfying (2.9) can be chosen (from now on we take this choice as made) continuous and decreasing strictly monotonically in $r \geqslant 1$.

In fact, let $\Delta_{n}>0, n=1,2, \ldots$ be such that $\mu\left(n ; \Delta_{n}\right) \leqslant \rho(n)$. Setting $\delta_{n}=\min \left\{\Delta_{1}, \ldots, \Delta_{n}\right\} / 2^{n}, n=1,2, \ldots$, we have $\delta_{n} \leqslant \Delta_{n}$ and the sequence of $\delta_{n}>0$ decreases strictly monotonically. Setting

$$
\Delta(r)=\delta_{n+1}+(r-n) \quad\left(\delta_{n+2}-\delta_{n+1}\right), \quad n \leqslant r \leqslant n+1, n=1,2, \ldots
$$

we have $\Delta(r) \leqslant \delta_{n+1}, n \leqslant r \leqslant n+1$, so that

$$
\mu(r ; \Delta(r)) \leqslant \mu\left(n+1 ; \delta_{n+1}\right) \leqslant \rho(n+1) \leqslant \rho(r)
$$

(we have used the monotonic decreasing of $\rho(r)$ ). We set

$$
\begin{aligned}
& 4 b(r)=\min \{\varepsilon(r), \Delta(r), \rho(r), 1\}, c(r)=\min _{1 \leqslant s \leqslant r}\left(F\left(E\left(\frac{\varepsilon(s)+\varepsilon_{1}}{2}\right)\right)-\right. \\
& -F(s))
\end{aligned}
$$

$\theta(r)=\min \left\{F(1), 1 / 2(\alpha-F(r)), b(r) / H(r), c(r), \rho(r) /\left(3^{k+1} \times\right.\right.$ $\left.\left.\times H^{k+2}(r)\right)\right\}$

$$
n_{1}(r)=b(r) \theta^{k}(r) \leqslant b(r), \quad n(r)=n_{1}(\Phi(1 / 3(2 F(r)+\alpha))) \leqslant n_{1}(r)
$$

The functions $\theta(r), n(r)$ and $b(r)$ decrease monotonically in $r \geqslant 1$ and are positive and continuous. By $N$ we denote the collection of all pairs $(t, z), t \geqslant 0, z \in$ $R$, such that

$$
\begin{equation*}
|\pi z| \leqslant n(\eta(t, z)) \tag{2.11}
\end{equation*}
$$

3. Lemma 2. For every $\left(t_{*}, z_{*}\right) \in N$ the inequality $|\pi z(s)| \leqslant \varepsilon(\eta(s))$, $s \in I_{*}$ is satisfied for any motion $z(t)=z\left(t ; t_{*}, z_{*}, u^{*}, v^{*}\right)$ on the interval $I_{*}=\left[t_{*}, t_{*}+\theta\left(\eta_{*}\right)\right]$ (we retain this notation in what follows).
In fact (here and later $f(s) \equiv f(s, z(s), u(s), v(s))$ and $g_{i}(s) \equiv g_{i}(s, z(s)$, $u(s), v(s)), i=1, . . ., k)$

$$
\begin{equation*}
z(t)-z_{*}=\int_{t_{0}}^{t} f(s) d s, \quad \pi z(t)=\pi z_{*}+\int_{t_{0}}^{t} \pi f(s) d s \tag{3.1}
\end{equation*}
$$

So that by virtue of (2.7),(2.8) and (1.2)

$$
\begin{align*}
& |\pi z(t)| \leqslant\left|\pi z_{*}\right|+\int_{i_{*}}^{t} \lambda(\eta(s)) d s \leqslant\left|\pi z_{*}\right|+\lambda\left(\Phi\left(F\left(\eta_{*}\right)+\tau\right)\right) \tau \leqslant  \tag{3.2}\\
& \left|\pi z_{*}\right|+\tau H\left(\eta_{*}\right), \quad t \in I_{*} \\
& \left|z(t)-z_{*}\right| \leqslant \lambda\left(\varphi_{2}\left(\eta_{*}, \tau\right)\right) \tau \leqslant \tau\left(H\left(\eta_{*}\right)-1\right), \quad t \in I_{*}
\end{align*}
$$

From the first inequality in (3.2) we have (see (2.10) and (2.11))

$$
\begin{aligned}
& |\pi z(t)| \leqslant 1 / 4 \varepsilon\left(\eta_{*}\right)+b\left(\eta_{*}\right) \leqslant 1 / 2\left(\varepsilon\left(\eta_{*}\right)+\varepsilon_{1}\right) \leqslant \varepsilon\left(\varphi_{2}\left(\eta_{*}, \tau\right)\right) \leqslant \\
& \quad \varepsilon(\eta(t)), \quad t \in I_{*}
\end{aligned}
$$

The last inequality follows from the monotony of $\varepsilon(r)$ and from inequality (1.2), while the penultimate one is a consequence of the inequality

$$
\tau+F\left(\eta_{*}\right) \leqslant F\left(E\left(1 / 2\left(\varepsilon\left(\eta_{*}\right)+\varepsilon_{1}\right)\right)\right)
$$

following from (2.10) as well as of the monotony of the functions $\Phi(s)$ and $\varepsilon(r)$. The lemma is proved.

Lemma 3, When Condition 1 is satisfied, the equality

$$
\begin{equation*}
\pi z(t)=T(\tau)+m(t)+I(t)+h(t) \tag{3.3}
\end{equation*}
$$

holds for any $0 \leqslant t_{*} \leqslant t$ and for any motion $z(t)=z\left(t ; t_{*}, z_{*}, u^{*}, v^{*}\right)$ such that $|\pi z(s)| \leqslant \varepsilon(\eta(s)), t_{*} \leqslant s \leqslant t$. Here

$$
\begin{align*}
& I(t)=\int_{i_{*}}^{t} \frac{(t-s)^{k-1}}{(k-1)!} g_{k}\left(t_{*}, z_{*}-\pi z_{*}, u(s), v(s)\right) d s,  \tag{3.4}\\
& m(t)=\sum_{i=1}^{k-1} \int_{t_{*}}^{t} \frac{(t-s)^{i-1}}{(i-1)!} g_{i}(s) d s \\
& T(\tau)=\pi z_{*}+\sum_{i=1}^{k} \frac{h_{i}\left(t_{*}, z_{*}\right)}{i!} \tau^{i}, \quad h(t)=\int_{i_{*}}^{t} \frac{(t-s)^{k-1}}{(k-1)!} p(s) d s  \tag{3.5}\\
& p(s)=\frac{t-s}{k}\left[\frac{\partial h_{k}(s, z(s))}{\partial t}+\left(\frac{\partial h_{k}(s, z(s))}{\partial z} \cdot f(s)\right)\right]+  \tag{3.6}\\
& \quad\left[g_{k}(s)-g_{k}\left(t_{*}, z_{*}-\pi z_{*}, u(s), v(s)\right)\right]
\end{align*}
$$

Lemma 3 follows from the second equality in (3.1) by a $k$-fold integration by parts with due regard to relations (2.1)-(2.3).

Now let $\left(t_{*}, z_{*}\right) \in N, t \in I_{*}$ and $z(t)=z\left(t ; t_{*}, z_{*}, u^{*}, v^{*}\right)$ be an arbitrary motion (we recall that by notation $z\left(t_{*}\right)=z_{*}$ ). From Lemma 2 it follows that Lemma 3, together with (3.3)-(3.6), is valid for $z(t)$. Let us estimate the second and the fourth terms in (3.3). By virtue of (2.4),(2.7), (2.8),(1.2) and (3.2) we have

$$
\begin{align*}
& |m(t)| \leqslant \sum_{i=1}^{k-1} \int_{i:}^{t} \frac{(t-s)^{i-1}}{i(i-1)!}|\pi z(s)|^{k+1-i} m_{i}(s) d s \leqslant  \tag{3.7}\\
& H\left(\eta_{*}\right) \sum_{i=1}^{k-1} \tau^{i}\left(\left|\pi z_{*}\right|+\tau H\left(\eta_{*}\right)\right)^{k+1-i}, \quad t \in I_{*}
\end{align*}
$$

(here $\left.m_{i}(s) \equiv m_{i}(s, z(s), u(s), v(s)), i=1, \ldots, k-1\right)$. For $p(s)$ we have the estimate

$$
\begin{equation*}
|p(s)| \leqslant \tau \lambda(\eta(s))+\omega\left(H\left(\eta_{*}\right) ; \tau+\left|z(s)-z_{*}\right|+\left|\pi z_{*}\right|\right) \tag{3.8}
\end{equation*}
$$

(see (2.8) and the properties of $\omega(r ; \delta)$ ), because

$$
\begin{aligned}
& \eta\left(t_{*}, z_{*}-\pi z_{*}\right) \leqslant \eta_{*} \leqslant H\left(\eta_{*}\right), \quad \eta(s) \leqslant \Phi\left(1_{2}^{*}\left(F\left(\eta_{*}\right)+\alpha\right)\right) \leqslant \\
& H\left(\eta_{*}\right) \\
& {\left[\left(s-t_{*}\right)^{2}+\left|z(s)-\left(z_{*}-\pi z_{*}\right)\right|^{2}\right]^{1 / s} \leqslant \tau+\left|z(s)-z_{*}\right|+\pi z_{*} \mid}
\end{aligned}
$$

From (3.1) follows (see (3.2)) $\tau+\left|z(s)-z_{*}\right| \leqslant \tau H\left(\eta_{*}\right)$; therefore, finally (see (2.9) and (2.10)):

$$
\begin{align*}
& |h(t)| \leqslant \tau^{k+1} H\left(\eta_{*}\right)+\tau^{k} \mu\left(\eta_{*}\right),\left|\pi z_{*}\right|+\tau H\left(\eta_{*}\right) \leqslant \tau^{k}\left(\tau H\left(\eta_{*}\right)+\right.  \tag{3.9}\\
& \left.\quad \rho\left(\eta_{*}\right)\right), \quad t \in I_{*}
\end{align*}
$$

(here we have used the inequalities $\left|\pi z_{*}\right| \leqslant 1 / 4 \Delta\left(\eta_{*}\right)$ and $\tau H\left(\eta_{*}\right) \leqslant \theta\left(\eta_{*}\right) \times$ $\left.H\left(\eta_{*}\right) \leqslant 1 / 4 \Delta\left(\eta_{*}\right)\right)$.
4. We introduce the notation of a special control of player $V$. Let $\left(t_{*}, z_{*}\right) \in N$ and let $w \in 1 / 2 \gamma\left(\eta_{*}\right) S$. Then, for every control $u^{*}=\left\{u(s), s \geqslant t_{*}\right\}$ a control $v_{w}{ }^{*}=\left\{v_{w}(s)=V(u(s), w)\right\}$, called special, exists (we drop the indices showing
dependency on $t_{*}$ and $z_{*}$ ) such that

$$
\begin{equation*}
g_{k}\left(t_{*}, z_{*}-\pi z_{*}, u(s), v_{w}(s)\right)=-k!w, s \geqslant t_{*} \tag{4.1}
\end{equation*}
$$

The function $V(u, w)$ can be chosen [3] so that the function $v_{w}(s), s \geqslant t_{*}$ is measurable for any measurable $u^{*}$ and for fixed $w$. Multiplying (4.1) by $(t-s)^{k-1}$ and integrating from $t_{*}$ to $t$, we obtain

$$
\begin{equation*}
I(t)=\int_{i_{*}}^{t} \frac{(t-s)^{k-1}}{(k-1)!} g_{k}\left(t_{*}, z_{*}-\pi z_{*}, u(s), v_{w}(s)\right) d s=-w \tau^{k}, \quad \tau \geqslant 0 \tag{4.2}
\end{equation*}
$$

5. Let us describe the active behavior of player $V$. Let game (1.1) commence at the point $\left(t_{*}, z_{*}\right) \in N$. Then, by virtue of Lemma 1 , we can find vector

$$
w=w\left(t_{*}, z_{*}\right) \in 1 / 2 \gamma\left(\eta_{*}\right) S
$$

for the polynomial $T(\tau)$ given by formula (3.5), such that $\left|T(\tau)-w \tau^{k}\right| \geqslant$ $4 \rho\left(\eta_{*}\right) \tau^{k}, 0 \leqslant \tau \leqslant \theta\left(\eta_{*}\right)$. We fix the vector $w$ thus found and we direct player $V$ to apply the special control $v(s) \equiv v_{w}(s)$ (see Sect.4) on interval $I_{*}$. Then from Lemma 3 , the estimate (3.7) and (3.9) and the equalities (3.3) - (3.6) and (4.2) we have

$$
\begin{align*}
& |\pi z(t)| \geqslant 4 \rho\left(\eta_{*}\right) \tau^{k}-\sum_{i=1}^{k-1} \tau^{i} H\left(\eta_{*}\right)\left(\left|\pi z_{*}\right|+\tau H\left(\eta_{*}\right)\right)^{k+1-i}-  \tag{5.1}\\
& \tau^{k}\left(\tau H\left(\eta_{*}\right)+\rho\left(\eta_{*}\right)\right)
\end{align*}
$$

for $t \in I_{*}$.
From formula (3.1) follows (see (3.2))

$$
|\pi z(t)| \geqslant\left|\pi z_{*}\right|-\tau H\left(\eta_{*}\right), \quad t \in I_{*}
$$

Therefore, for all $\tau \in\left[0, \theta\left(\eta_{*}\right)\right] \cap\left[0,\left|\pi z_{*}\right| /\left(2 H\left(\eta_{*}\right)\right)\right]$ we have

$$
\begin{equation*}
|\pi z(t)| \geqslant 1 / 2\left|\pi z_{*}\right| \geqslant 1 / 2\left|\pi z_{*}\right|^{k} \tag{5.2}
\end{equation*}
$$

Formula (5.1) yields

$$
\begin{align*}
& |\pi z(t)| \geqslant 3 \rho\left(\eta_{*}\right) \tau^{k}-\tau^{k+1} H\left(\eta_{*}\right)\left[1+\sum_{i=1}^{k-1}\left(\frac{\left|\pi z_{*}\right|}{\tau}+H\left(\eta_{*}\right)\right)^{k+1-i}\right] \geqslant  \tag{5.3}\\
& \quad 3 \rho\left(\eta_{*}\right) \tau^{k}-\mid \tau^{k+1} H\left(\eta_{*}\right)\left[1+\sum_{i=1}^{k-1}\left(3 H\left(\eta_{*}\right)\right)^{k+1-i}\right] \geqslant \\
& \quad \tau^{k}\left[3 \rho\left(\eta_{*}\right)-\tau 3^{k+1}\left(H\left(\eta_{*}\right)\right)^{k+2}\right] \geqslant 2 \rho\left(\eta_{*}\right) \tau^{k}>\rho\left(\eta_{*}\right) \frac{\left|\pi z_{*}\right|^{k}}{\left(2 H\left(\eta_{*}\right)\right)^{k}}
\end{align*}
$$

for those same $\tau \in\left[0, \theta\left(\eta_{*}\right)\right]$ for which $\tau>\left|\pi z_{*}\right| /\left(2 H\left(\eta_{*}\right)\right)$ (see (2,10)). Since by virtue of (1.2)

$$
F(\eta(t)) \geqslant F\left(\eta_{*}\right)-\tau \geqslant F\left(\eta_{*}\right)-\frac{\alpha-F\left(\eta_{*}\right)}{2} \geqslant \frac{3 F\left(\eta_{*}\right)-\alpha}{2}, \quad t \in I_{*}
$$

and, consequently,

$$
\begin{equation*}
F\left(\eta_{*}\right) \leqslant \frac{2 F(\eta(t))+\alpha}{3}, \quad t \in I_{*} \tag{5.4}
\end{equation*}
$$

then

$$
\begin{align*}
& |\pi z(t)| \geqslant q(\eta(t))\left|\pi z_{*}\right|^{k}, \quad t \in I_{*}  \tag{5.5}\\
& q(r)=\min \left\{\frac{1}{2}, \rho\left(\Phi\left(\frac{2 F(r)+\alpha}{3}\right)\right) /[2 H(\Phi(\cdot))]^{k}\right\} \tag{5.6}
\end{align*}
$$

together with (5.2) and (5.3) yield the monotony of the functions $\rho(r)$ and $H(r)$. According to the penultimate inequality in (5.3), we have (see (5.4))

$$
\begin{equation*}
\left|\pi z\left(t^{*}\right)\right| \geqslant 2 \rho\left(\eta_{*}\right)\left(\theta\left(\eta_{*}\right)\right)^{k}>n\left(\eta\left(t^{*}\right)\right) \tag{5.7}
\end{equation*}
$$

at the instant $t^{*}=t_{*}+\theta\left(\eta_{*}\right)$ (i.e. when $\left.\tau=\theta\left(\eta_{*}\right)\right)$; therefore, the point $\left(t^{*}\right.$, $z\left(t^{*}\right)$ ) does not belong to $N$.
6. Theorem on evasion from contact. Evasion from contact is possible if Condition 1 is fulfilled for the differential game (1.1). Here, for every initial point ( $t_{0}, z_{0}$ ) of the game, $t_{0} \geqslant 0, z_{0} \in R \backslash M$, a suitable choice of the escape control $v^{*}=\left\{v(t), t \geqslant t_{0}\right\}$ can ensure the following estimate for the quantity $\xi(t)=$ $|\pi z(t)|, \quad t \geqslant t_{0}$ :

$$
\xi(t) \geqslant\left\{\begin{array}{lll}
\delta(\eta(t)), & t \geqslant t_{0} & \text { for }\left(t_{0}, z_{0}\right) \neq N  \tag{6.1}\\
\left(\xi\left(t_{0}\right)\right)^{k} \delta(\eta(t)), & 0 \leqslant t-t_{0} \leqslant \theta\left(\eta\left(t_{0}, z_{0}\right)\right) & \text { for }\left(t_{0}, z_{0}\right) \in N \\
\delta(\eta(t)), & t \geqslant t_{0}+\theta\left(\eta\left(t_{0}, z_{0}\right)\right) & \text { for }\left(t_{0}, z_{0}\right) \in N
\end{array}\right.
$$

Here $\delta(r)$ and $\theta(r), r \geqslant 1$ are monotonically-decreasing continuous positive functions of their argument, depending only on game (1.1) and not depending either on the initial values of the players' phase coordinates or on the run of the game, $N$ is a certain fixed closed domain, depending only on game (1.1), in the space $[0,+\infty) \times R$, whose interior contains the set $[0,+\infty) \times M$.

Proof. We fix set $N$ by formula (2.11). Then, no matter how player $U$ constructs his own control $u^{*}=\left\{u(t), t \geqslant t_{0}\right\}$, we propose that player $V$ conducts the escape (recall that [1] at each instant $t$ player $V$ knows $z(s)$ and $u(s), s \leqslant t$ ) inductively by cycles so that each $m$-th cycle ( $m \geqslant 1$ ) consists of two intervals: (1) the interval of passive escape of duration $\tau_{m}$, on which player $V$ applies the control $v^{*}=v_{0}{ }^{*}=$ $\left\{v(t) \equiv v_{0}\right\}$, where once and forever $v_{0}$ is a fixed vector from $Q$, and (2) the interval of active escape, following it, of duration $\theta_{m}$, on which player $V$ applies the special escape control $v_{w_{m}}^{*}$ (see Sect. 5 for the choice of $w_{m}$ ). The duration of each interval is determined inductively in the following way: $\tau_{1}=0$ if $\left(t_{0}, z_{0}\right) \in N$ and $\tau_{1}>0$ is the smallest positive root of the equation $\left|\pi z\left(t_{0}+\tau_{1}\right)\right|=n\left(\eta\left(t_{0}+\tau_{1}\right)\right)$, where $z(t) \equiv z\left(t ; t_{0}, z_{0}, u^{*}, v_{0}^{*}\right)$ if $\left(t_{0}, z_{0}\right) \notin N ; \theta_{1}=\theta\left(\eta\left(t_{0}+\tau_{1}\right)\right)$ see (2.10) ; here $w_{1} \equiv w\left(t_{0}+\tau_{1}, z\left(t_{0}+\tau_{1}\right)\right)$ on the first active part.

For $m \geqslant 2$ the quantity $\tau_{m}>0$ is the smallest positive root (see (5.7)) of the equation

$$
\left|\pi z\left(T_{m-1}+\tau_{m}\right)\right|=n\left(\eta\left(T_{m-1}+\tau_{m}\right)\right)
$$

where

$$
T_{i}=t_{0}+\sum_{j=1}^{i}\left(\tau_{j}+\theta_{j}\right), \quad z(t) \equiv z\left(t ; T_{m-1}, z\left(T_{m-1}\right), u^{*}, v_{0}^{*}\right)
$$

The quantity $\theta_{m}>0$ is given by the formula $\theta_{m}=\theta\left(\eta\left(T_{m-1}^{*}\right)\right)$, where $T_{m-1}^{*}=$ $T_{m-1}+\tau ; \boldsymbol{w}_{m} \equiv \boldsymbol{w}\left(T_{m-1}^{*}, z\left(T_{m-1}^{*}\right)\right)$ and $z(t) \equiv z\left(t ; T_{m-1}, z\left(T_{m-1}^{*}\right), u^{*}\right.$, $v_{w_{m}}^{*}$ ) on the $m$-th active part.
Let us obtain estimate (6.1). We set

$$
\begin{equation*}
\delta(r)=\min \left\{n(r), \quad q(r) n^{k}\left(\Phi\left(\frac{2 F(r)+\alpha}{3}\right)\right)\right. \tag{6.2}
\end{equation*}
$$

Then on the passive part (see (2.11) and (5.7)) the estimate follows from the definition of set $N$

$$
\begin{equation*}
\xi(t) \geqslant n(\eta(t)) \geqslant \delta(\eta(t)) \tag{6.3}
\end{equation*}
$$

On the $m$-th active part $(m \geqslant 2)$, by virtue of $(5.5),(5.4)$ and ( 6.2 ) we have

$$
\begin{equation*}
\xi(t) \geqslant\left[\xi\left(T_{m-1}^{*}\right)\right]^{k} q(\eta(t))=n^{k}\left(\eta\left(T_{m-1}^{*}\right)\right) q(\eta(t)) \geqslant \delta(\eta(t)) \tag{6.4}
\end{equation*}
$$

On the first active part the estimate (6.1) follows from (5.5) if $\tau_{1}=0$ and coincides with (6.4) if $\tau_{1}>0$.
Let us now show that $T_{m} \rightarrow+\infty$ as $m \rightarrow+\infty$. We assume the contrary. If $T_{m} \rightarrow$ $T_{0}$, then the series $\theta_{1}+\theta_{2}+\ldots \leqslant T_{0}-t_{0}$ converges, so that $\theta_{j} \rightarrow 0$, as $j \rightarrow$ $+\infty$. Hence, by virtue of the monotony of the function $\theta(r)>0$ we have $\eta\left(T_{m-1}^{*}\right) \rightarrow$ $+\infty$. Since $T_{m-1}^{*} \rightarrow T_{0}$, it follows that $\left|z\left(T_{m-1}^{*}\right)\right| \rightarrow+\infty$ as $T_{m-1}^{*} \rightarrow T_{0}$. However, the latter contradicts condition (c) of Sect.1. The theorem is proved.
7. Condition 2. The numbers $\tau_{0} \geqslant 0$ and $\theta>0$ and the function $r(t)$, continuous on $[0,2 \theta]$ and positive on $(0,2 \theta]$, depending only on game (1.1), exist such that for any $t_{0} \geqslant \tau_{0}$ and $z_{0} \in R$ we can construct a Volterra operator [1] $S_{t}=$ $S_{t}\left(t_{0}, z_{0}, u^{*}\right)$ defined on the interval $I\left(t_{0}\right)=\left[t_{0}+2 \theta\right]$ and associating with the initial value $\left(t_{0}, z_{0}\right)$ and with the control $u^{*}=\left\{u(t), t \in I\left(t_{0}\right)\right\}$ the control

$$
\begin{equation*}
\bar{v}^{*}=\left\{v(t) \equiv S_{t}\left(t_{0}, z_{0}, u^{*}\right), t \in I\left(t_{0}\right)\right\} \tag{7.1}
\end{equation*}
$$

such that for every control $u^{*}$ the inequality

$$
\begin{equation*}
|\pi z(t)| \geqslant r\left(t-t_{0}\right), \quad t \in I\left(t_{0}\right) \tag{7.2}
\end{equation*}
$$

is fulfilled for the motion $z(t)=z\left(t ; t_{0}, z_{0}, u^{*}, \bar{v}^{*}\right)\left(\bar{v}^{*}\right.$ is given by formula(7.1)). Condition 3. Constants $K>0$ and $D>0$ exist such that

$$
\begin{equation*}
\left|f\left(t, z_{1}, u, v_{1}\right)-f\left(t, z_{2}, u, v_{2}\right)\right| \leqslant K\left|z_{1}-z_{2}\right|+D \tag{7.3}
\end{equation*}
$$

for all $t \geqslant \tau_{0}, z_{1}, z_{2} \in R, u \in P, v_{1}, v_{2} \in Q$.
Theorem on $l$-escape. Let Conditions 2 and 3 be satisfied for game (1.1). Then, for every $t_{0} \geqslant \tau_{0}$ and $z_{0} \in R, l$-evasion from contact [6] is possible for a game starting from the point ( $t_{0}, z_{0}$ ), where

$$
l=\min _{s \in[0, \theta]} \mu(s)>0, \mu(s)=\max \{r(s), \rho(s)\}, \rho(s)=r(\theta+s)-D \frac{e^{K s}-1}{K}
$$

Proof. Let $t_{0} \geqslant \tau_{0}$ and $z_{0}=z\left(t_{0}\right)$. We set $\beta_{n}=t_{0}+n \theta_{0} \quad n=0,1, \ldots$ For an escape beginning at instant $t_{0}$ from point $z_{0}$ we propose to construct inductively on each of the intervals $I_{n}=\left[\beta_{n}, \beta_{n+1}\right), n=0,1,2, \ldots$ the control $v=v(t)$ by the rule

$$
\begin{equation*}
v_{n}^{*}{ }^{*}=\left\{v_{n}(t) \equiv S_{t}\left(\beta_{n}, z_{n}, u_{n}^{*}\right), t \in I_{n}\right\}, u_{n}^{*}=\left\{u(t), t \in I_{n}\right\} \tag{7.4}
\end{equation*}
$$

where $z_{n}=z\left(\beta_{n}\right)$ is the value of vector $z(t)$ at instant $\beta_{n}$. Then, the inequality

$$
|\pi z(t)|=\left|\pi z\left(t ; \beta_{n}, z_{n}, u_{n}^{*}, v_{n}^{*}\right)\right| \geqslant r\left(t-\beta_{n}\right), \beta_{n} \leqslant t \leqslant \beta_{n+1}
$$

is valid by virtue of (7.2). For $n \geqslant 1$ we have the representation

$$
\begin{aligned}
& \pi z(t)=\pi z_{n}(t)+y_{n}(t), \quad t \in I_{n} \\
& z_{n}(t) \equiv z\left(t ; \beta_{n-1}, \quad z_{n-1}, \quad u_{n 0}{ }^{*}, \quad v_{n 0}^{*}\right), \quad u_{n 0}^{*}=\left\{u(t), \quad \beta_{n-1} \leqslant\right. \\
& \left.\quad t \leqslant \beta_{n+1}\right\} \\
& v_{n 0}^{*}=\left\{v_{n 0}(t) \equiv S_{t}\left(\beta_{n-1}, z_{n-1}, u_{n 0}^{*}\right), \quad \beta_{n-1} \leqslant t \leqslant \beta_{n+1}\right\} \\
& x_{n}(t)=z\left(t ; \beta_{n}, z_{n}, u_{n}^{*}, v_{n}^{*}\right)-z\left(t ; \beta_{n-1}, z_{n-1}, u_{n 0}^{*}, v_{n 0}^{*}\right)
\end{aligned}
$$

$$
y_{n}(t)=\pi x_{n}(t)
$$

Since $x_{n}\left(\beta_{n}\right)=0$, by virtue of (3.1) and (7.3)

$$
\begin{aligned}
& \left|z(t)-z_{n}(t)\right|=\left|x_{n}(t)\right|=\mid \int_{\beta_{n}}^{t}\left(f\left(s, z(s), u(s), v_{n}(s)\right)-f\left(s, z_{n}(s), u(s)\right.\right. \\
& \left.\left.v_{n 0}(s)\right)\right) d s \mid \leqslant \int_{\beta_{n}}^{t}\left(K\left|z(s)-z_{n}(s)\right|+D\right) d s
\end{aligned}
$$

Hence, by virtue of the Gronwall inequality [7]

$$
\left|x_{n}(t)\right| \leqslant D\left(e^{K\left(t-\beta_{n}\right)}-1\right) / K=h\left(t-\beta_{n}\right), \quad t \in I_{n}
$$

So that $\left|y_{n}(t)\right| \leqslant\left|x_{n}(t)\right| \leqslant h\left(t-\beta_{n}\right)$ and, hence (see Condition 2)

$$
\begin{align*}
& |\pi z(t)| \geqslant\left|\pi z_{n}(t)\right|-\left|y_{n}(t)\right| \geqslant r\left(t-\beta_{n-1}\right)-h\left(t-\beta_{n}\right)=  \tag{7.5}\\
& \quad \rho\left(t-\beta_{n}\right), \quad t \in I_{n}
\end{align*}
$$

The theorem's assertion follows from formulas (7.4) and (7.5). In conclusion we merely note that since $r(s)>0,0<s \leqslant \theta$ and $\rho(0)=r(\theta)>0$, we have $\mu(s)>0$, $0 \leqslant s \leqslant \theta$, while by virtue of the continuity of $\mu(s)$ the last inequality implies the positiveness of $l$.

Pontriagin [1] and Nikol'skii [8] showed that Conditions 2 and 3 are fulfilled when their escape conditions are fulfilled.
8. Let us consider a problem with a small parameter. We assume additionally that the right-hand side of Eq. (1.1) can be represented as

$$
\begin{equation*}
f(t, z, u, v)=F(t, z, u, v)+\varepsilon \varphi(t, z, u, v) \tag{8,1}
\end{equation*}
$$

where the function $F(t, z, u, v)$ satisfies conditions (a) - (c) of Sect. 1 and $\varepsilon \in[0$, 1] is a nonnegative parameter. We introduce the dependence of the right-hand side of (1.1) on parameter $\varepsilon$ into the notation. For a given $\varepsilon \in[0,1]$ we denote the game (1.1) by (1.1) $)_{\varepsilon}$, and the motions of this game by $z(t ; \varepsilon) \equiv z\left(t ; t_{0}, z_{0}, u^{*}, v^{*}, \varepsilon\right)$. C.ondition 4. When $\varepsilon=0$ the game (1.1) ${ }_{0}$ satisfies Conditions 2 and 3 , and in Condition 3

$$
\begin{aligned}
& \left|f\left(t, z_{1}, u, v\right)-f\left(t, z_{2}, u, v\right)\right| \equiv\left|F\left(t, z_{1}, u, v\right)-F\left(t, z_{2}, u, v\right)\right| \leqslant(8.2) \\
& \quad K\left|z_{1}-z_{2}\right|
\end{aligned}
$$

for all $t \geqslant \tau_{0}, z_{1}, z_{2} \in R, u \equiv P, v \in Q$.
Condition 5. The function $\varphi(t, z, u, v)$ is uniformly bounded on $\left[\tau_{0},+\infty\right) \times$ $R \times P \times Q$; namely

$$
\begin{equation*}
|\varphi(t, z, u, v)| \leqslant 1 \tag{8.3}
\end{equation*}
$$

Theorem on escape in a small-parameter problem. Let Conditions 4 and 5 be satisfied for game (1.1). Then for any initial point ( $t_{*}, z_{*}$ ) of game (1.1), at which $t_{*} \geqslant \tau_{0}$ and $z_{*} \not \equiv M$, there exists $\varepsilon_{*}=\varepsilon\left(t_{*}, z_{*}\right)>0$ such that evasion from contact is possible in the game (1.1) $\mathrm{m}_{\mathrm{e}}$ with initial condition $2\left(t_{*} ; \varepsilon\right)=z_{*}$ for every $\varepsilon \in\left[0, \varepsilon_{*}\right]$.

Proof. We set

$$
\begin{aligned}
& r_{0}=\min _{\theta \leqslant \Delta \leqslant 29} r(s)>0, \quad \Gamma_{1}(r)=\sup _{X(r)}|F(t, z, u, v)|+1 \\
& \Gamma(r)=\Gamma_{1}\left(r e^{(B+1)}\right)
\end{aligned}
$$

We fix (see $\theta$ in Condition 2)

$$
\begin{align*}
& \tau_{*}=\min \left\{1, \theta, \frac{\left|\pi z_{*}\right|}{2 \Gamma\left(\eta_{*}\right)}, \frac{1}{K} \ln \left(1+\frac{K r_{0}}{2 D}\right)\right\}  \tag{8.4}\\
& r_{*}=\min _{s \in\left[\tau_{*}, \theta\right]} r(s)>0 ; \varepsilon_{*}=\varepsilon\left(t_{*}, z_{*}\right)=\min \left\{\frac{r_{*} K}{2\left(e^{K \theta}-1\right)}, \frac{r_{0} K}{4\left(e^{2 K \theta}-1\right)}\right\}
\end{align*}
$$

For $\varepsilon \in[0,1]$ from (3.1) (as in (3.2)) we have (by virtue of the inequality $\left|\eta^{\circ}\right| \leqslant$ $(B+1) \eta$ obtained in Sect.1) the inequality

$$
|\pi z(t ; \varepsilon)| \geqslant\left|\pi z_{*}\right|-\tau \Gamma\left(\eta_{*}\right), \quad 0 \leqslant \tau=t-t_{*} \leqslant 1
$$

for any motion $z(t ; \varepsilon) \equiv z\left(t ; t_{*}, z_{*}, u^{*}, v^{*} ; \varepsilon\right)$. So that

$$
\begin{equation*}
|\pi z(t ; \varepsilon)| \geqslant 1 / 2\left|\pi z_{*}\right|, \quad 0 \leqslant \tau \leqslant \tau_{*} \tag{8.5}
\end{equation*}
$$

Now let $\varepsilon$ be an arbitrary fixed number from the segment $\left[0, \varepsilon_{*}\right]$. We set $\beta_{n}=$ $t_{*}+n \theta, n=0,1,2,$. . For an escape in game (1.1), starting at instant $t_{*}$ from point $z_{*}$, we propose to construct inductively on each of the intervals $I_{n}=\left[\beta_{n}\right.$, $\left.\beta_{n+1}\right) ; n=0,1, \ldots$ the control $v=v(t)$ by the rule

$$
\begin{align*}
& v_{n}^{*} \equiv\left\{v_{n}(t) \equiv S_{t}\left(\beta_{n}, z_{n}, u_{n}^{*}\right), t \in I_{n}\right\}  \tag{8.6}\\
& z_{n}=z\left(\beta_{n} ; \varepsilon\right), u_{n}^{*}=\left\{u(t), t \in I_{n}\right\}
\end{align*}
$$

where operator $S_{t}$ is constructed (see Condition 2) for the game (1.1) ${ }_{0}$.
For $n \geqslant 1$ we have the representation

$$
\begin{align*}
& \pi z(t ; \varepsilon)=\pi z_{n}(t)+x_{n}(t)+y_{n}(t), \quad t \in I_{n}  \tag{8.7}\\
& z_{n}(t) \equiv z\left(t ; \beta_{n-1}, z_{n-1}, u_{n 0}{ }^{*}, v_{n 0}{ }^{*} ; 0\right), \quad u_{n 0}^{*}=\left\{u(t), \beta_{n-1} \leqslant\right. \\
& \left.\quad t \leqslant \beta_{n+1}\right\} \\
& v_{n 0}^{*}=\left\{v_{n 0}(t) \equiv S_{t}\left(\beta_{n-1}, z_{n-1}, u_{n 0}^{*}\right), \quad \beta_{n-1} \leqslant t \leqslant \beta_{n+1}\right\} \\
& x_{n}(t)=\pi \varepsilon_{n}(t), \quad y_{n}(t)=\pi \Delta_{n}(t), \quad \Delta_{n}(t)=z_{n}(t ; 0)-z_{n}(t) \\
& \varepsilon_{n}(t)=z\left(t ; \beta_{n}, z_{n}, u_{n}^{*}, v_{n}^{*} ; \varepsilon\right)-z_{n}(t ; 0) \equiv z(t ; \varepsilon)-z_{n}(t ; 0) \\
& z_{n}(t ; 0) \equiv z\left(t ; \beta_{n}, z_{n}, u_{n}^{*}, v_{n}^{*} ; 0\right)
\end{align*}
$$

Let us estimate each of the summands in (8.7). By virtue of condition (7.2)

$$
\begin{equation*}
\left|\pi z_{n}(t)\right| \geqslant r\left(t-\beta_{n-1}\right), \quad t \in I_{n}, \quad n \geqslant 1 \tag{8.8}
\end{equation*}
$$

Since $\varepsilon_{n}\left(\beta_{n}\right)=0$,

$$
\begin{aligned}
& \varepsilon_{n}(t)=\int_{\beta_{n}}^{t} \frac{d e_{n}(s)}{d s} d s=\int_{\beta_{n}}^{t}\left(f\left(s, z(s, \varepsilon), u(s), v_{n}(s)\right)-F\left(s, z_{n}(s ; 0)\right.\right. \\
& \left.\left.u(s), v_{n}(s)\right)\right) d s
\end{aligned}
$$

$$
\begin{aligned}
& \left|\varepsilon_{n}(t)\right| \leqslant \varepsilon \int_{\beta_{n}}^{t}\left|\varphi\left(s, z(s ; \varepsilon), u(s), v_{n}(s)\right)\right| d s+\int_{\beta_{n}}^{1} \mid F(s, z(s ; \varepsilon), \\
& \left.u(s), v_{n}(s)\right)-F\left(s, z_{n}(s ; 0), u(s), v_{n}(s)\right) \mid d s
\end{aligned}
$$

Hence, by virtue of Conditions 4 and 5

$$
\left|\varepsilon_{n}(t)\right| \leqslant\left(t-\beta_{n}\right) \varepsilon+\int_{\beta_{n}}^{t} K\left|\varepsilon_{n}(s)\right| d s
$$

So that by Gronwall's lemma

$$
\begin{align*}
& \left|x_{n}(t)\right| \leqslant\left|\varepsilon_{n}(t)\right| \leqslant \varepsilon c\left(t-\beta_{n}\right), \quad t \in I_{n}, \quad n=0,1, \ldots  \tag{8.9}\\
& c(s)=\left(e^{K S}-1\right) / K
\end{align*}
$$

For the quantity $\Delta_{n}(t)$ we have $\Delta_{n}\left(\beta_{n}\right)=z\left(\beta_{n} ; \varepsilon\right)-z_{n-1}\left(\beta_{n} ; 0\right)$. Hence by virtue of (8.9)

$$
\begin{equation*}
\left|\Delta_{n}\left(\beta_{n}\right)\right|<\varepsilon c, \quad c=c(\theta), \quad n=1,2, \ldots \tag{8.10}
\end{equation*}
$$

Therefore, according to Condition 3

$$
\begin{aligned}
& \left|\Delta_{n}(t)\right| \leqslant \varepsilon c+\int_{\beta_{n}}^{t} \mid F\left(s, z_{n}(s ; 0), u(s), v_{n}(s)\right)-F\left(s, z_{n}(s), u(s)\right. \\
& \left.v_{n 0}(s)\right) \mid d s \leqslant \varepsilon c+\int_{\beta_{n}}^{t}\left(K\left|\Delta_{n}(s)\right|+D\right) d s
\end{aligned}
$$

Hence by Gronwall's lemma

$$
\begin{equation*}
\left|y_{n}(t)\right| \leqslant\left|\Delta_{n}(t)\right| \leqslant\left(\varepsilon c+\frac{D}{K}\right) e^{K\left(t-\beta_{n}\right)}-\frac{D}{K} \leqslant \varepsilon c e^{K \theta}+D c\left(t-\beta_{n}\right) \tag{8.11}
\end{equation*}
$$



Combining (8.7)-(8.9) and (8.11), for $n \geqslant 1$ we obtain

$$
\begin{align*}
& |\pi z(t ; \varepsilon)| \geqslant r\left(t-\beta_{n}+\theta\right)-\varepsilon\left(c e^{K \theta}+c\left(t-\beta_{n}\right)\right)-  \tag{8.12}\\
& \quad D c\left(t-\beta_{n}\right)=\rho\left(t-\beta_{n} ; \varepsilon\right), \quad t \in I_{n}
\end{align*}
$$

Here

$$
\begin{align*}
& \rho(s ; \varepsilon)=r(\theta+s)-D c(s)-\varepsilon\left(c(s)+c e^{K \theta}\right) \geqslant \rho_{*}(s)  \tag{8.13}\\
& s \in[0, \theta] ; \rho_{*}(s)=\rho\left(s ; \varepsilon_{*}\right)
\end{align*}
$$

For $n \geqslant 0$ we have as well the representation (see (8.7) for the notation)

$$
\begin{equation*}
\pi z(t ; \varepsilon)=\pi z_{n}(t ; 0)+x_{n}(t), \quad t \in I_{n} \tag{8.14}
\end{equation*}
$$

Since by virtue of Conditions 2 and 4 and also of inequality (8.9)

$$
\begin{equation*}
\left|\pi z_{n}(t ; 0)\right| \geqslant r\left(t-\beta_{n}\right) ; \quad\left|x_{n}(t)\right| \leqslant \varepsilon c\left(t-\beta_{n}\right), \quad t \in I_{n} \tag{8.15}
\end{equation*}
$$

from (8.14) we have (with $\left.p_{*}(s) \equiv r(s)-\varepsilon_{*} c(s), 0 \leqslant s \leqslant \theta\right)$

$$
\begin{equation*}
|\pi z(t ; \varepsilon)| \geqslant r\left(t-\beta_{n}\right)-\varepsilon c\left(t-\beta_{n}\right) \geqslant p_{*}\left(t-\beta_{n}\right), \quad t \in I_{n} \tag{8.16}
\end{equation*}
$$

By virtue of the definition of $\varepsilon\left(t_{*}, z_{*}\right)$, from formula (8.16) we have

$$
\begin{equation*}
|\pi z(t ; \varepsilon)| \geqslant r_{*}-\varepsilon_{*} c(\theta) \geqslant r_{*} / 2 \tag{8.17}
\end{equation*}
$$

on the interval $t \in\left[t_{*}+\tau_{*}, \beta_{1}\right]$. So that in correspondence with (8.5)

$$
|\pi z(t ; \varepsilon)| \geqslant 1 / 2 \min \left\{r_{*}, \quad\left|\pi z_{*}\right|\right\}>0, \quad t \in I_{0}
$$

Setting $\mu_{*}(s)=\max \left\{\rho_{*}(s), p_{*}(s)\right\}$, from (8.12), (8.13) and (8.16) we have

$$
\begin{equation*}
|\pi z(t ; \varepsilon)| \geqslant \mu_{*}\left(t-\beta_{n}\right), \quad t \in I_{n}, \quad n=1,2, \ldots \tag{8.18}
\end{equation*}
$$

Let us show that $\mu_{*}(s)>0$ on $[0, \theta]$. In fact (see ( 8.17 )), $p_{*}(s) \geqslant r_{*} / 2>0$, $\tau_{*} \leqslant s \leqslant \theta$. By virtue of the definition of $\tau_{*}$ (see (8.4)) we have

$$
\rho_{*}(s) \geqslant r_{0}-D c\left(\tau_{*}\right)-\varepsilon_{*} c\left(1+e^{K \theta}\right) \geqslant r_{0} / 2-\varepsilon_{*}\left(e^{2 K \theta}-1\right) / K
$$

on the interval $\left[0, \tau_{*}\right]$. Hence, according to the definition of $\varepsilon_{*}$ we have $\rho_{*}(s) \geqslant$ $r_{0} / 4>0, s \in\left[0, \tau_{*}\right]$. The positiveness of $\mu_{*}(s)$ is proved.

Since $\mu_{*}(s)$ is continuous, we have that $l_{*}=\min _{S \in[0, \theta]} \mu_{*}(s)>0$, so that formulas (8.16) and (8.18) guarantee $l$-escape in problem (1.1) for $\varepsilon \in\left[0, \varepsilon_{*}\right]$ and $z\left(t_{*}\right.$; $\varepsilon)=z_{*}$.
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## NONCANONICAL INVARIANTS OF HAMILTONIAN SYSTEMS
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We explain the character of simplifications which can be carried out in the Hamiltonian function of a nonresonant system using the formal, noncanonical transformations. We show the symmetries of such systems, which are not generated by their first integrals. Using a Hamiltonian system with two degrees of freedom we show that the noncanonical transformations retaining its normal form but with

